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Abstract—Workload traces play a crucial role in the design and evaluation of storage systems. They are used for evaluating system performance and optimizing aspects such as data access speeds, energy consumption, and load balancing. Most publicly available traces were collected in cloud environments, which limits their ability to represent workloads in user-centric and highly disaggregated settings such as edge systems.

In this paper, we present WoW-IO, an open-source object trace generator based on the popular video game ‘World of Warcraft’. WoW-IO uses as input, logs of in-game avatar information from the game’s servers. We describe the principles and assumptions used in the design of WoW-IO, how the generated traces can be used to evaluate various aspects of an edge storage-system design, and how the trace format can be extended to reflect additional details and complex usage scenarios.

I. INTRODUCTION

In the process of designing and optimizing a system, the characteristics of the expected workload play a crucial role. Workload traces from similar systems—and from applications that are expected to run on the system—provide valuable insights into how it will perform and how it can be improved.

We focus on storage traces, which represent the user I/O requests from a storage system: get and put requests from object storage systems, or read and write commands in the case of a block interface. Such I/O traces are commonly used to design, optimize, and evaluate file-system organization [1], caches [3], [4], [5], energy consumption [6], [7], [8], and device firmware [9], [10].

We are interested in an emerging storage-system model in the context of edge computing—the collection of resources placed at inter-operating edge nodes such as cellular towers and hotspots. This paradigm is increasingly adopted as a distributed storage backend for various IoT applications [11], [12] and as a caching layer for cloud services [13], [14], [15]. Representative storage traces are essential for designing effective edge storage systems.

Unfortunately, currently available I/O traces have been collected on corporate application servers (e.g., Microsoft [16]), cloud object storage (e.g. IBM [17] and Alibaba [18]), in-memory cache clusters (e.g., Twitter [19]), key-value backing stores (e.g. [20]), and mobile phones [21]. These traces capture the aggregate I/O workload as it arrived at the device, often including only the block address or object ID, I/O type (read/write/put/get), and timestamp. Some traces include anonymized process and file context [22], [20], but these are insufficient for deriving user-level information such as the number of currently active users, their physical locations, their I/O requirements, and the interactions between them. This information is important for designing and optimizing disaggregated systems and services, and especially edge-based systems. Nevertheless, in the absence of edge-based storage workloads, most current traces used for evaluating edge systems are either synthetic [23], [24] or were collected in datacenter settings [25], [26].

In this paper, we address this glaring gap between available traces and the workloads of representative edge users and applications. We focus on multiplayer online gaming—a prominent use case for edge computing. Gaming is a multi-billion dollar industry, with a billion active users worldwide. The rise in the popularity of video games is attributed to the increasing affordability of gaming consoles and mobile devices and the accessibility of the internet. Currently, online games are hosted on remote central servers, sometimes located thousands of miles from the end users. This potentially impairs latency and the overall Quality of Experience (QoE) [27].

The edge is envisioned to mitigate these issues by acting as a local gaming server [29]. For example, a local edge system could host a gaming service, dedicated exclusively to players within the same city. This localized approach ensures that most in-game interactions are processed on the edge, thereby reducing the need to route data through distant cloud servers.

Unlike autonomous vehicles, which are the “classic” example of an edge use-case, gaming is ready for near-term implementation and significant revenue-generation potential. This makes it an ideal application for reflecting edge storage workloads. However, currently available gaming-based traces do not contain storage-related information: they focus on player behavior [30], [31], [32] or on other system components such as network and CPU [33], [34].

Our main contribution in this paper is WoW-IO—a new object-trace generator based on the popular massively multiplayer online video game ‘World of Warcraft’ (WoW). The generator receives, as input, a trace collected during a previous study on in-game behavior [30]. We leverage the user-level information in the input for generating I/O requests that reflect the user’s activities within the game. In the following, we describe the design of the generator and how we used the resulting traces to study the behavior of edge storage systems.
in our recently published work [35]. In addition, we show how
the resulting traces can be used directly as input for evaluating

caching, locking, queuing, routing, and other storage-related

time and space mechanisms. We also show how the generator can be extended
to augment the traces with representative distributions of user


doctrinality, differentiated services, etc. WoW-IO is available as

an open-source project at GitHub: github.com/olekol33/WoW-IO.

II. THE DATASETS

The game. World of Warcraft (WoW) is a popular online
multiplayer game that has been enjoyed by millions of players
worldwide since its launch in 2004. In the game, users create
avatars (characters) to explore the virtual universe, complete
quests, and battle other players or in-game creatures. The uni-
iverse includes three continents, each divided into zones. Zones
are several (virtual) square kilometers in size and contain small
and large cities, as well as other instances such as forests
and mountains. Avatars move within and between zones by
walking, using various transportation means (such as boats),
or via portals. These game structures are common to current
MMORPGs [36], including the current version of WoW, which
has more than 7 million active users worldwide [37].

Avatar history dataset. Of several WoW-derived
datasets [33], the World of Warcraft (WoW) Avatar-
History dataset (WoW-Avatar) [30] is the largest one available.
It was collected by sampling a game server in Taiwan every
10 minutes over a period of 3 years, from 2006 to 2009. The
dataset consists of 138,084 samples with gameplay data on
91,605 avatars. Each sample contains information about all
currently active avatars, their gameplay timestamps, locations
(continent and zone), and game attributes such as level
and profession. Some avatars belong to guilds, indicating
collaboration between their users. Figure 1(a) shows the game
map at the time the trace was collected.

A. From avatar history to storage requests

The premise of our trace generator is that the data accessed
by the user’s game client is directly connected to the avatar’s
in-game behavior. Specifically, segments of the map surround-
ing the avatar’s current location, as well as information about
other avatars in its vicinity, are required for creating the
game’s display. As the avatar moves around the universe, the
relevant map segments are retrieved to reflect the avatar’s new
environment. Thus, the I/O generated by a user depends on
their avatar’s location and mobility, as well as on the avatars
of other currently active users. Nevertheless, there are some
significant gaps between the information provided in the avatar
histories and the information required for a meaningful I/O
trace. Below, we describe these gaps and the assumptions we
rely on to bridge them.

Objects. I/O traces represent accesses to data blocks or
objects, which are not included in WoW-Avatar. We assume
that each avatar, guild, and map location is represented by an
individual object. The objects hold all the information required
by the game client, e.g., special artifacts within a location,
moves available to an avatar, skills of guild members, etc.

Requests. We assume each avatar belongs to a single
user, which periodically generates PUT and GET requests for
the object representing its avatar and GET requests for the
objects representing its guild, location, and other avatars in
this location. In addition, writes are made by the ‘system’
to update location and guild objects. We assume a constant
request rate for these objects, although this assumption can be
easily changed.

Location granularity. In WoW-Avatar, locations are given
in the granularity of zones, where the three continents are
divided into 229 zones of different sizes and shapes. A realistic
gaming workload should include I/O requests generated from
the interaction between avatars. The given zone granularity is
too coarse to distinguish between locations in which an avatar
is alone or near other avatars. Thus, we artificially divide the
map into cells of size 60 × 60 meters (186K cells in total). For
simplicity of implementation, we also transform the zones into
simple rectangular areas whose size corresponds to the size of
the original zone. For example, Figures 1(b) and 1(c) show the
zones of the Kalimdor continent and the respective rectangular
zones used by our generator.

We further assume that cities and instances (e.g., temples)
are distributed randomly within their zones and that avatars
are more likely to be in these points of interest than in
outer locations. This assumption is based on the structure of the game, where such locations provide more opportunities for quests and interaction between avatars. As a result of the original locations and our assumptions, the distribution of avatar locations in the I/O trace resembles a natural exponential popularity distribution. For example, Figure 1(d) depicts the average number of avatars in each cell in Kalimdor in a specific sample. It demonstrates that most avatars are located in the capital, with the remainder distributed across the continent.

**Avatar mobility.** The granularity of the avatar histories in terms of sample frequency (every 10 minutes) and location (zone only) is insufficient for representing detailed mobility within the universe. Thus, we interpolate per-second avatar locations based on their zone locations. For each sample, we choose a random location within the avatar’s zone according to the assumptions explained above. We assume that avatars move at a constant speed between locations within the same zone, via a Manhattan path. If an avatar moves between zones in consecutive samples, we assume it uses a portal, and that it spends half of the time (between samples) in each zone. Note the avatars are always located in the zones specified in WoW-Avatar, and that the granularity is enhanced to add a more realistic aspect to the traces.

**Generality.** The objects in focus are not unique to WoW. In gaming, avatar locations, state, and inventory, are known as *state data.* Modifications of such data are executed by an in-memory database in real-time and backed on the disk [39]. In multiplayer online games, state data is crucial in ensuring proper gameplay, as it is exchanged in real-time between active users and involves many gameplay aspects. The traces generated by WoW-IO thus represent the fundamental functionality common also in other MMORPGs where users control avatars within a virtual world. We discuss possible extensions in terms of scale and game design in Section III.

### B. I/O trace generation

Weekly server maintenance and occasional sampling issues caused 13.3% of samples to be missing over the 3-year collection period [30]. To ensure continuity within the trace, we divide the samples into continuous time periods we term *scenes.* Each scene is further divided into 10-minute *traces.* If the time delta between two consecutive samples is more than 25 minutes, then a new scene begins. Scenes shorter than a day are discarded. The dataset contains 158 scenes in total, each starting at virtual time 0.

WoW-IO creates a representation of the universe based on ‘World of Warcraft: Classic’ [40]—a recreated version of the original game. We extracted zone sizes, cities, city types (minor, major, or capital), location instances (such as temples), and remaining areas (such as forests) from the WoW Classic map. The universe-creation step distributes the cities across each zone, such that city sizes vary from one to three cells.

The object trace is generated for each scene independently. Within a scene, the avatar’s zone is determined from its sample, and its location within the zone is determined based on a configurable distribution. In our default settings, if the avatar’s zone is the same as its zone in the previous sample, then it remains in the same location with a probability of 0.5. Otherwise, it moves to other locations, such as major or minor cities, with a probability linear to the location size.

We assume a key-value store data structure whose entries are accessed by user requests. Requests are *GET* and *PUT* operations addressing avatar, location, and guild objects. In each virtual second, each user performs a *GET* operation on its guild and location objects, as well as on the objects of avatars in its location and guild. Additionally, each user performs a *PUT* of its avatar object. The system also updates location and guild objects via *PUT* operations: location objects when an avatar moves to a new location, and guild objects when avatars join or leave a guild. Guild updates are more frequent for larger guilds, as they depend on the ratio of guild members to total avatars.

**Trace entries are formatted as <User_ID, Timestamp, Object_ID, Type>**. For example, `<A_1859, 390.0, LO_k_90_269, GET>` indicates user A_1859 reading its location object at time 390, when it is located at (90,269) in Kalimdor. Figure 2 presents a partial trace for this user. At each time slot, the user writes its avatar object and reads the objects of location, guild, and other avatars. Initially, the user is located at position (90, 269), then it moves at times 180 and 390. It reads the object of avatar A_1721 who is in the same guild, and the object of avatar A_225 who is at the same location (90,269) at time 390. At each arrival of an avatar to a new location, the location object is updated by the system. For example, `<SYS, 390.0, LO_k_90_269, PUT>` will be generated for location object (90, 269) at time 390.

In summary, due to the inherent gaps between the avatar history dataset and the information required for I/O trace generation, WoW-IO naturally includes several configurable parameters. These include the time delta between scenes (25 minutes), the I/O request rate (1 per second for each object type by each avatar), read-only trace, the probability to be in each location type, and the sizes of the cells (60 × 60 meters) and cities (1-3 square cells). Some of these parameters...
are passed as command-line arguments, while others can be easily modified in a configuration file. Different parameters will reflect different distributions and different levels of detail, as we explain in the next section. The trace does not indicate request sizes, however, such information can be added with a simple code modification.

C. Trace characteristics

Figure 3 shows the main characteristics of the resulting object traces. Scene durations, depicted in Figure 3(a) range between 1 and 34 days, with a median of 3.8. Figures 3(b-c) show the CDF of GET and PUT operations per second in the first 60 minutes of each scene. The GET request rate ranges between 100 and 30K requests per second. The PUT request rate ranges between 40 and 670 requests per second. Although the requests are synthetically generated, note that their rate reflects the number of avatars and their behavior; more requests are generated if avatars are in the vicinity of one another, or if they are in the same guild. To account for scenarios with higher read intensity, such as those involving more active users, WoW-IO includes a configurable parameter to control the number of GET operations per object per second.

Figure 3(d) shows the CDF of the unique objects requested in the first 60 minutes of each scene. The number of objects ranges between 2340 and 53.4K. In all scenes, more than 80% of requests are to 1% of unique objects. In addition, our analysis showed less than 1% of objects are requested only once (omitted for brevity). Object popularity is determined by avatar presence in popular locations, such as capitals and major cities. More specifically, in a location hosting n avatars, there will be n^2 requests to their objects. Whenever the location is highly popular, the majority of requests are made to the same small group of objects.

Figure 3(e) shows a CDF of the number of unique avatars in the first 60 minutes of each scene. This number ranges between 50 and 900, which was representative at the time the trace was collected, but might be too small for evaluating current systems. The number of users can be scaled synthetically. One possible approach is to super-position several independent scenes, creating a denser object trace. Another alternative is to clone the samples; the avatar locations would still be different thanks to the randomized locations within the zone. We leave these extensions to future work.

Finally, Figure 3(f) shows a CDF of the GET/PUT ratio in the first 60 minutes of each scene, ranging from 3 to 62. Consistent with the read-heavy nature of real game workloads [41], WoW-IO traces exhibit similar characteristics. This figure shows another benefit of WoW-IO. Similarly to common cloud trace generators [42], WoW-IO offers a range of read intensities. Such variability enables the analysis of system performance under diverse load conditions, thereby offering a more comprehensive performance evaluation.

Figure 4 shows the object popularity distribution in log scale for the first 60 minutes of scene 1, whose characteristics are detailed in Table 1. The y-axis indicates the number of object requests and the x-axis shows the objects sorted by the number of requests, i.e., popularity rank. The PUT distribution starts with a flat line, reflecting the writes each user makes to update its avatar in each time slot. The GET distribution shows only a few objects with exceptionally high popularity, with up to 80K requests, and a majority of objects with very low popularity, often with no more than a few requests. This is a pattern of a heavy-tailed distribution, where a small fraction of the objects are highly popular. This is a common feature in many real-world object popularity scenarios [43]. A similar distribution pattern is observed in all WoW-IO scenes.

### III. Research Case Studies

In this section, we explore research case studies that leverage the WoW-IO framework for evaluation.

#### A. Edge system model

WoW-IO played a crucial role in generating workloads for our research on edge storage systems [35]. In [35], we studied the gaps between a theoretical model for edge storage and a simulated edge system. This system, designed to store data in various redundancy schemes (namely, replication and erasure coding), is focused on serving user GET requests. Requests are served in collaboration between edge nodes to ensure high availability and low latency.

We used WoW-IO to create a workload with 1000 users at 100 nodes. We followed the guidelines of the workload composition methodology described in [44] to create a storage workload with end-users, the objects they request, the timing of these requests, as well as the edge nodes and the specific objects they store. We used a combination of WoW-IO requests with synthetic data (the locations of users and object replicas) to create the complete workload for our experiments.

We selected two of the longest contiguous scenes, each reflecting a demand distribution spanning slightly less than a month. Detailed information on these periods is given in Table 1. In each scene, we extracted the requests of the 1000 most active users. This resulted in approximately 2900 objects in each scene. Next, we calculated the average request rate in the scene, and used only the traces whose average request rate was within 0.8 to 1.2 of the scene’s average rate. This selection was required for evaluating the specific model in the paper, and resulted in 2504 traces in total.

### Unique features of WoW-IO traces

The analysis in [35] consisted of several datasets: small and large synthetic traces and WoW-IO traces. The synthetic traces featured a Poisson arrival process and multiple Zipf distributions, which are common in storage traces [43]. However, when we compared the synthetic traces to WoW-IO traces, we observed the following distinct characteristics.

<table>
<thead>
<tr>
<th>Scene</th>
<th>Avatars</th>
<th>Objects</th>
<th>GETs per sec</th>
<th>PUTs per sec</th>
<th>% Requests to top 1% objects</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>233</td>
<td>21,119</td>
<td>1.827</td>
<td>132</td>
<td>90.3%</td>
</tr>
<tr>
<td>2</td>
<td>604</td>
<td>28,082</td>
<td>20,450</td>
<td>466</td>
<td>81.3%</td>
</tr>
<tr>
<td>3</td>
<td>250</td>
<td>13,153</td>
<td>4,575</td>
<td>184</td>
<td>83.1%</td>
</tr>
<tr>
<td>4</td>
<td>310</td>
<td>32,748</td>
<td>2,778</td>
<td>234</td>
<td>93%</td>
</tr>
<tr>
<td>5</td>
<td>903</td>
<td>53,157</td>
<td>21,079</td>
<td>595</td>
<td>89.6%</td>
</tr>
</tbody>
</table>

**TABLE 1: Evaluated scenes.**

---

**Figure 3** shows the main characteristics of the resulting object traces. Scene durations, depicted in Figure 3(a) range between 1 and 34 days, with a median of 3.8. Figures 3(b-c) show the CDF of GET and PUT operations per second in the first 60 minutes of each scene. The GET request rate ranges between 100 and 30K requests per second. The PUT request rate ranges between 40 and 670 requests per second. Although the requests are synthetically generated, note that their rate reflects the number of avatars and their behavior; more requests are generated if avatars are in the vicinity of one another, or if they are in the same guild. To account for scenarios with higher read intensity, such as those involving more active users, WoW-IO includes a configurable parameter to control the number of GET operations per object per second.

Figure 3(d) shows the CDF of the unique objects requested in the first 60 minutes of each scene. The number of objects ranges between 2340 and 53.4K. In all scenes, more than 80% of requests are to 1% of unique objects. In addition, our analysis showed less than 1% of objects are requested only once (omitted for brevity). Object popularity is determined by avatar presence in popular locations, such as capitals and major cities. More specifically, in a location hosting n avatars, there will be n^2 requests to their objects. Whenever the location is highly popular, the majority of requests are made to the same small group of objects.

Figure 3(e) shows a CDF of the number of unique avatars in the first 60 minutes of each scene. This number ranges between 50 and 900, which was representative at the time the trace was collected, but might be too small for evaluating current systems. The number of users can be scaled synthetically. One possible approach is to super-position several independent scenes, creating a denser object trace. Another alternative is to clone the samples; the avatar locations would still be different thanks to the randomized locations within the zone. We leave these extensions to future work.

Finally, Figure 3(f) shows a CDF of the GET/PUT ratio in the first 60 minutes of each scene, ranging from 3 to 62. Consistent with the read-heavy nature of real game workloads [41], WoW-IO traces exhibit similar characteristics. This figure shows another benefit of WoW-IO. Similarly to common cloud trace generators [42], WoW-IO offers a range of read intensities. Such variability enables the analysis of system performance under diverse load conditions, thereby offering a more comprehensive performance evaluation.

Figure 4 shows the object popularity distribution in log scale for the first 60 minutes of scene 1, whose characteristics are detailed in Table 1. The y-axis indicates the number of object requests and the x-axis shows the objects sorted by the number of requests, i.e., popularity rank. The PUT distribution starts with a flat line, reflecting the writes each user makes to update its avatar in each time slot. The GET distribution shows only a few objects with exceptionally high popularity, with up to 80K requests, and a majority of objects with very low popularity, often with no more than a few requests. This is a pattern of a heavy-tailed distribution, where a small fraction of the objects are highly popular. This is a common feature in many real-world object popularity scenarios [43]. A similar distribution pattern is observed in all WoW-IO scenes.
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**III. Research Case Studies**

In this section, we explore research case studies that leverage the WoW-IO framework for evaluation.

#### A. Edge system model

WoW-IO played a crucial role in generating workloads for our research on edge storage systems [35]. In [35], we studied the gaps between a theoretical model for edge storage and a simulated edge system. This system, designed to store data in various redundancy schemes (namely, replication and erasure coding), is focused on serving user GET requests. Requests are served in collaboration between edge nodes to ensure high availability and low latency.

We used WoW-IO to create a workload with 1000 users at 100 nodes. We followed the guidelines of the workload composition methodology described in [44] to create a storage workload with end-users, the objects they request, the timing of these requests, as well as the edge nodes and the specific objects they store. We used a combination of WoW-IO requests with synthetic data (the locations of users and object replicas) to create the complete workload for our experiments.

We selected two of the longest contiguous scenes, each reflecting a demand distribution spanning slightly less than a month. Detailed information on these periods is given in Table 1. In each scene, we extracted the requests of the 1000 most active users. This resulted in approximately 2900 objects in each scene. Next, we calculated the average request rate in the scene, and used only the traces whose average request rate was within 0.8 to 1.2 of the scene’s average rate. This selection was required for evaluating the specific model in the paper, and resulted in 2504 traces in total.

**Unique features of WoW-IO traces**
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Fig. 3: Main characteristics of the 158 I/O traces generated from the WoW-Avatar scenes.
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Fig. 4: Object request distribution in scene 1 in log scale.

Bursty demand. Synthetic I/O traces are often smooth, without spikes in demand for specific objects. Such traces are often generated with Poisson arrival process [43]. In practice, many modern applications, and especially video games [41], feature short but intensive bursts of demand for specific objects. Even community-standard storage benchmarks such as YCSB [42] fail to adequately mimic this hotspot behavior [45]. WoW-IO traces contain such bursts, for example in large avatar gatherings, where each user reads the objects of the avatars in its location. Bursts are responsible for temporary queue overflows, which require requests to be dropped. We learned that the behavior of such bursts is difficult to predict and reduces the theoretical model’s accuracy.

Inactive objects. The first scene in table II contains 2913 objects, but only an average of 1350 objects were read in any 10-minute trace. This means half of the objects stored in the system were inactive in each scene. We observed a similar pattern in all the scenes. Real gaming workloads also exhibit similar behavior, in which only a part of the game data is accessed [41]. In WoW-IO, location objects are read whenever avatars are located in these locations. If at a certain period, no avatar is present at a location, the location object is not read but still might be stored in the system. The need to allocate storage space for such temporarily “frozen” objects was not demonstrated in the synthetic workloads, where each object in the trace was accessed at least once.

Realistic object popularity. WoW-IO traces were more skewed than the synthetic workloads. For example, observing the 20% most popular objects in each trace showed that they were accessed 2.5× more in the WoW-IO traces. The reason is the high percentage of inactive objects in these traces, combined with higher popularity of the most popular objects. This more skewed demand contributed to the existence of hotspots in the nodes containing the most popular objects. Analysis of other video games also showed similar behavior, where some data tend to be much more popular than other [41]. We learned such hotspots further contribute to dropped requests and more sophisticated object placement and redundancy techniques are required to mitigate the hotspot effect.

B. Edge caching

Perhaps the best example of the importance of I/O traces is their central role in the design and optimization of cache-management algorithms. This case study represents a hypothetical research and not a concrete experience. As a proof-of-concept, we implemented a basic cache simulator with least-recently used eviction and used five representative I/O traces as input. Our simulator handled GET and PUT requests for objects of unit size. We used the first 60 minutes from each scene, with the first minute dedicated to cache warm-up. We executed the simulator with several cache sizes, given as a percentage of the number of unique objects in each trace. The characteristics of these traces are summarized in Table I.

Figure 5(a) depicts the hit rate with different cache sizes. As expected, the hit rate is 100% for a cache size of 5%. Recall that in each second, users request objects representing the avatars in their vicinity and in their guilds, which results in repeated reads of similar objects. Caches smaller than 1% achieve significantly lower hit rates. We repeated this experiment with the first 60 minutes of all 158 scenes, and a cache size of 1% of the objects in each scene. Figure 6 shows the CDF of the resulting hit rate. While the lowest hit
rate is 29%, half of the scenes have a hit rate of more than 80%. The difference between scenes can be attributed to the variations in the number and behavior of the active avatars.

An edge system topology can be viewed as a tree, where each leaf is an edge node. Each node serves the demand of the user population in its range, while the collection of all edge nodes serves the entire demand of all users which comprises the system’s workload [46]. In the next experiment, we show how the WoW-IO workloads can be used to evaluate a cache in a single edge node. We randomly removed some of the avatars in each scene, which also reduced the number of objects and accesses to them in the resulting I/O traces. We repeated this process with different numbers of avatars removed. Figure 5(b) depicts the hit rate in a cache size of 1% of the remaining objects in each trace.

The results confirm that the high skew in object popularity is the result of the avatars’ distribution across the map locations and guilds, as users read objects of avatars with whom they share a location or guild. They also indicate that increasing the number of avatars is unlikely to change this distribution dramatically. The trace generator can be configured with different distributions of avatar locations (see Section II-A) to generate traces with different skew in object popularities.

This is the simplest example of using the generated object traces for cache evaluation. More complex algorithms might also consider the data-sharing patterns between users or prefetching possibilities, e.g., of adjacent map locations. These optimizations rely on the object semantics, which are typically missing from anonymized public traces. Cache coherence mechanisms can be evaluated by extending WoW-IO to generate a mix of read and write (or get and put) requests.

C. Concurrency control

Concurrency control mechanisms such as locking and lock-free protocols must be verified rigorously. Their correctness is proved by formal methods, but their effect on the system’s performance depends on the workload it serves. Specifically, the pattern and frequency in which shared data objects are accessed by individual users determine the time spent waiting for locks or retrying aborted transactions. Benchmarks and traces are thus often used for debugging the protocol implementation and evaluating its performance. For example, I/O traces were used to evaluate a mechanism for eventual consistency [47] and for a consistent-hashing key-value store [48]. In the context of online multiplayer games such as WoW, previous works used proprietary [49] and synthetic [50] traces to evaluate their architectures and models. WoW-IO can serve as a publicly available input for such evaluations.

D. Additional uses

In the current version of WoW-IO, we focused on modeling the game’s map, user locations, and user mobility in an easy-to-use framework. The resulting I/O traces include the minimal attributes for basic evaluation purposes. Several trivial extensions can be applied to create richer trace formats. For example, an attribute indicating an object’s size can be added, where the size of an object will depend on its type (location or avatar) and properties (e.g. number of quests in a city or an avatar’s skill and guild members), or change dynamically [51]. Each avatar representation can be expanded into multiple objects, for example, to represent the avatar’s inventory. Game data objects can be added to include world appearance and avatar metadata (name, race, appearance, etc.) [39]. Objects’ time-to-live (TTL) can add an aspect of expiration time to objects, allowing the system to remove them. Request priorities
can be added to reflect the importance of different operations. More sophisticated (though easy-to-implement) extensions can generate more objects for “busy” locations (e.g., add quest objects to the city locations), or have avatars with higher skill move faster or generate more object updates (i.e., write requests). WoW-IO is published as an open-source project to allow these and similar extensions by the community.

IV. RELATED WORK

The absence of edge workloads has been observed and discussed in detail by Kolosov et al. [44], and, to the best of our knowledge, remains a challenge. To address this challenge, they proposed workload composition, i.e., joining existing datasets to obtain attribute combinations that are otherwise unavailable. They demonstrate the creation of a comprehensive edge workload describing Wikipedia ‘browsing sessions’ of users riding New York City (NYC) taxis. The resulting edge workload is a combination of multiple datasets: NYC hotspots represent edge nodes, Wikipedia pages represent objects and their popularities, and NYC yellow taxi dataset represents users and their locations. Our use of the WoW-Avatar traces in WoW-IO can be viewed as another instance of workload composition, where we combine information from real gaming traces with synthetic distributions of (in-game) map locations and (physical) user locations.

Toczé et al. [52] characterize edge use cases and identify representative workload classes for a realistic edge benchmark. Similar to our approach, they focus on user-level information by deriving workloads directly from edge applications. However, they do not generate storage-related (I/O) traces. TPCx-IoT [53] is a benchmark for measuring the performance of IoT gateway systems, and is based on synthetic workloads. Riobench [54] is an IoT benchmark that uses workloads derived from observations on smart cities and smart health. Their approach is similar to ours: the derived workloads are augmented synthetically to include more aspects.

Storage trace generators are commonly used as benchmarking tools for storage-system components such as caching, mapping schemes, storage devices, databases, and file systems. Typically, these tools generate synthetic workloads to reflect various desired behaviors, such as object popularity, read/write intensity, and trace duration.

The YCSB [42] benchmarking suite is extensively used for cloud services and key-value stores. It includes Zipf-based and uniform workloads that mimic web and cloud environments like websites or email services. YCSB supports client deployment across multiple machines for benchmarking distributed systems [55]. The traces generated by WoW-IO can be used for similar purposes by mapping the requests to distributed users within the system [55]. Flexible I/O (FIO) [56] is another popular workload generator. Though it creates synthetic workloads, it can be used to replay real traces to replicate real-world I/O patterns. Filebench [57] is a file system and storage benchmark tool. It creates synthetic file system workloads and can be used to test the performance of file systems and storage devices. In addition to read and write, it supports a range of operations, including file creation, opening, closing, and deletion. These tools were not designed to represent edge-system workload distributions and do not include related user-level information.

Tools like blktrace [58], SystemTap [59], and DTrace [60] capture I/O events for trace analysis and creation. However, they primarily record device activity and do not directly represent user behavior. To the best of our knowledge, WoW-IO stands out as the only object trace generator built on actual gaming user actions, thus filling a crucial gap in realistic workload generation for edge use cases.

Gaming-based traces are commonly used to evaluate user-in-game behavior [40], [51], [52]. The information that they capture cannot be directly used for evaluating the systems aspects of video games. Namely, such analysis entails knowledge of in-game operations with respect to the analyzed system elements, such as storage, memory, or network. Suznjevic et al. [33] monitored the network traffic of six individual users to derive the effects of specific game actions, Chen et al. [61] analyze the effect of network quality on gamers’ quality-of-experience (QoE), and Patro et al. [34] implemented a measurement framework to evaluate battery and CPU utilization of a massively multiplayer online game on a mobile phone. The traces in these studies include information about gameplay time and in-game user actions. While reflecting the user-level information, they are unfortunately inappropriate for reflecting the storage requirements of their clients. In addition, edge systems are expected to serve thousands of users in parallel, however, these workloads do not reflect such demands.

V. CONCLUSIONS

To the best of our knowledge, WoW-IO is the first gaming-based I/O trace generator for edge storage systems. Derived from real user gameplay, WoW-IO enables the creation of diverse traces with realistic attribute combinations. It addresses the scarcity of edge workloads and facilitates practical edge research. As an open-source tool, we expect community involvement and future work to further expand its applicability.
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